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Abstract—FPGA-based reconfigurable systems allow the on-
line adaptation to dynamically changing runtime requirements.
However, the reliability of FPGAs, which are manufactured in
latest technologies, is threatened not only by soft errors, but
also by aging effects and latent defects. To ensure reliable
reconfiguration, it is mandatory to guarantee the correct
operation of the underlying reconfigurable fabric. This can
be achieved by periodic or on-demand online testing.

The OTERA project develops and evaluates components and
strategies for reconfigurable systems that feature reliable re-
configuration. The research focus ranges from structural online
tests for the FPGA infrastructure and functional online tests
for the configured functionality up to the resource management
and test scheduling. This paper gives an overview of the project
tasks and presents first results.

I. INTRODUCTION

Reconfigurable architectures are continuously gaining im-
portance, since they are particularly interesting for a broad
field of applications. Today, especially systems based on
Field-Programmable Gate Arrays (FPGAs) can be found
from high-end HPC computing [1] and large research sys-
tems [2], down to a plethora of sophisticated embedded
applications [3]. Partial runtime reconfiguration is one of
the key innovations that have been introduced with latest
generations of FPGAs. It allows the reconfiguration of
selected parts of the FPGA’s fabric at runtime without
affecting other regions that are currently in use. Hence,
such runtime reconfigurable systems provide an impressive
degree of flexibility and they allow designers to find the
optimal balance between computational performance and
power consumption for their applications at runtime [4].

Since these FPGAs are typically manufactured in latest
semiconductor process technologies (e.g. 28nm for Xilinx
Virtex-7 and Altera Stratix V), they must not only increas-
ingly cope with soft errors, but also with aging effects,
variations, and latent defects in the reconfigurable fabric [5–
7]. These reliability threats are intensified by long mission
times and harsh environmental conditions (e.g. temperature).
As a consequence, classic production and burn-in tests are no
longer sufficient to guarantee reliable reconfigurable systems
throughout the whole product lifecycle. Thus, for example,
the reliable operation of the FPGA’s reconfigurable fabric
has to be constantly monitored and verified by thorough
online testing. This is especially challenging for runtime
reconfigurable systems, because they change their hardware
configuration dynamically as part of their normal operation.

The required components and strategies for such reliable
runtime reconfigurable systems are explored and developed

within the scope of the OTERA project (Online Test Strate-
gies for Reliable Reconfigurable Architectures). A structural
pre-configuration online test (PRET) is the first basic key
component, designed to independently test the hardware
structure of specific regions of the reconfigurable fabric,
so called containers, periodically or on-demand. The PRET
consists of tests for all major FPGA structures, such as the
CLBs or the interconnects. In addition to the PRET, the
instantiated accelerators (reconfigured to containers) have to
be functionally tested after each successful reconfiguration.
This functional post-reconfiguration online test (PORT) is
the second basic key component, since it ensures that
the configured accelerators correctly deliver the expected
functionality and timing.

Although of fundamental importance, these two com-
ponents only form the basis for a reliable reconfigurable
system. They have to be supplemented by dedicated compo-
nents for online monitoring, prediction, and control to allow
the system a pro-active adaption to changing environmental
conditions. Besides the selection, evaluation, and optimiza-
tion of suitable solutions for each of these components,
the overall system integration is a very challenging task. In
contrast to previous approaches, these components may not
be considered and designed isolated from each other. They
must be inherent parts of the system-level design process to
allow a seamless integration into a runtime reconfigurable
system with minimum impact on the system’s performance.

The paper is structured as follows: Section II gives an
overview of the related work in the fields of reconfigurable
architectures, dependable systems and test. Section III de-
tails the structure of a system with reliable reconfiguration
through online testing. A corresponding case study is pre-
sented in section IV, followed by an outlook in section V
and the conclusion.

II. RELATED WORK

A. Reconfigurable Architectures
Different kinds of reconfigurable architectures evolved in

the last years [8]. Most architectures focus on exploiting
the potential of runtime reconfiguration to increase the
performance of applications. Some architectures reconfigure
entire tasks as dedicated hardware implementations [9],
whereas other architectures reconfigure application-specific
accelerators that are invoked by the application that executes
on a processor [10, 11]. Despite these advantages of runtime
reconfigurable architectures their management is challeng-
ing, especially when it comes to testing.



The regions of the reconfigurable fabric that are never
reconfigured during runtime can be tested with established
functional approaches. However, the regions that are recon-
figured during runtime need a different testing approach
(focus of this paper) as their configurations are not know
statically. State-of-the-art reconfigurable systems focus on
increasing the performance [9–12] or on saving energy
[4]. However, they neither consider testing the runtime
reconfigurable fabric as a goal or constraint, nor do they
propose testing methods and their integration into a runtime
reconfigurable system, as done in this work.

Jacobs et al. [13] proposed a reconfigurable fault tolerance
framework that allows dynamically reconfiguring between
three different reliability/performance trade-offs. However,
they do not consider structural faults of the reconfigurable
fabric, adapting the test strategy automatically, or provide
graceful degradation methods for reconfigurable architec-
tures.

B. Dependable Systems

Dependability, among other system properties, comprises
both reliability and availability [14]. The focus of the
OTERA project, is to increase reliability by ensuring that
the used reconfigurable fabric is fault-free, and to increase
availability by fast online repair and use of partially faulty
resources.

For the test of logic resources of the fabric, the stuck-
at fault model is most commonly used. Dedicated fault
models exist for interconnects [15]. Test generation for delay
faults for the fabric has been introduced in [16]. Apart
from these permanent faults, transient events can cause data
corruption in memory elements. Especially for SRAM-based
FPGAs, soft errors in the configuration memory can alter the
configured function. Faults in the reconfiguration logic, e.g.
address decoder faults, can result in arbitrary behavior of
the configured fabric.

The reliability of a system can be increased by tests
targeting the permanent faults, and fault-tolerance measures
such as time, information or structural redundancy for
concurrent error detection. If executed autonomously and
online, these techniques allow a system to detect and correct
errors. Autonomous adaptation to faults as well as graceful
degradation becomes possible.

Classical approaches, such as duplication with compari-
son, triple modular redundancy or principles of self-checking
circuits [17] have been optimized for FPGAs [18] and
extended by FPGA specific techniques like scrubbing [19].

Sensors in the system allow to monitor the circuit behavior
and temperature [20, 21]. The sensor data can be aggregated
and used to predict failures. With failure detection or pre-
diction at hand, systems based on reconfigurable fabric can
perform self-repair [22–25] to ensure that mission logic does
not use faulty hardware blocks of the fabric.

First approaches [26] bring together system self-awareness
by monitoring application behavior and system adaption to
optimize runtime performance. While the paradigm of online
monitoring and self-adaptation is indeed embodied in this
recent work, it is limited to the application performance.
With the system-wide integration of monitors, tests and

repair, the OTERA project targets dependable systems which
autonomously apply fault-tolerance techniques as required
while imposing as little impact on application performance
as possible. The tight integration of fault tolerance tech-
niques into reconfigurable systems transparent to the appli-
cation is a novel challenge.

C. Test Methods for Reconfigurable Architectures

The thorough test of the FPGA fabric requires fundamen-
tal structural knowledge and the test generation is typically
tailored to a specific FPGA architecture. Application de-
pendent tests [27] target the faults relevant for a known
fixed application configuration of the FPGA. In contrast,
application independent tests target the whole fault universe
not limited to a specific use of the reconfigurable resources.
Such a test consists of multiple test sessions, each comprised
of a test configuration (TC) and a set of stimuli. A TC
configures the FPGA in a way that a set of the structures or
the function of the structures is controllable and observable
so that appropriate test stimuli can be applied to test for
faults. The number of required test configurations may
range from a few up to a few hundreds if programmable
interconnect structures are completely included in the tests
[28].

Different test strategies are used for the logic and sequen-
tial parts of CLBs, interconnects, I/O cells and specialized
cores like RAM or DSPs. For memories, high-coverage
functional March tests [29] are used, for arithmetic structures
like multipliers or DSPs, functional tests with high structural
fault coverage are possible [30].

For an online in-field test of FPGAs, external equip-
ment for test pattern generation (TPG) and output response
analysis (ORA) [31, 32] is not available. Internal testing
approaches based on built-in self-test (BIST) principles
include TPGs and ORAs in the unit under test.

The highly regular nature of FPGAs allows to configure
the structures under test into an iterative logic array (ILA
[33]) such that the resulting test time is constant and
independent of the array size (C-testability [34]). FPGAs
with support for memory and partial memory readback allow
a test strategy similar to scan design where the response
is captured in sequential elements, read back, and finally
analyzed [35, 36]. The readback increases the time for test.

While the programmable interconnect structures are to
some extent already tested during the test of other structures,
dedicated deterministic testing based on multiple test config-
urations has been proposed [37–39]. Due to the complexity
of the interconnect configuration circuitry, a very high num-
ber of TCs is required.

Using partial dynamic reconfiguration of FPGAs, the test
reconfiguration can be conducted by an external [40] or
embedded processor during runtime [41–43]. The access to
an internal high-bandwidth configuration port significantly
reduces the time required for reconfiguration.

In addition to testing, the homogeneous structure of an
FPGA allows the efficient diagnosis of faulty components.
High resolution is achieved by failure data analysis and
additional dedicated TCs to distinguish faults with equal
signatures [44].



Both test and diagnosis can be executed offline, requiring
idle periods of the unit under test, or online, allowing the
parts of the array which are currently not under test to
continue functional operations. The Roving STARs (self
testing areas) method [45] partitions the FPGA into multiple
regions which can be either used functionally or tested by
an online BIST scheme controlled by an external module.

In the OTERA project, the structural PRET is imple-
mented by combining the state-of-the-art in FPGA testing
to achieve high fault coverage in the reconfigurable fabric.
The reconfiguration process for PRET is tightly integrated
into the functional system scheduling. The existing recon-
figuration features in the system are reused for PRET.

III. RELIABLE RECONFIGURATION BY ONLINE TESTING

The correct operation of mission logic, instantiated into a
reconfigurable container, mandates that both the underlying
reconfigurable fabric is free of defects, and the reconfigu-
ration process is conducted without error. To achieve this
we consider systems where containers have a static size, a
static position, can be isolated from the system for testing,
and provide an access for test stimuli. After presenting the
system architecture that we use for evaluation, this section
details how a structural pre-configuration online test (PRET)
and a post-reconfiguration online test (PORT) are integrated
into the system to achieve this goal.

A. System Architecture
Fig. 1 shows the system architecture of a typical re-

configurable processor that connects runtime reconfigurable
containers (right side) to a non-reconfigurable core processor
(left side). Even though the presented PRET and PORT
approaches are conceptually orthogonal to the particular
system architecture, we describe them with respect to this
system architecture as it is also used for evaluation.
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Figure 1. Overview of the reconfigurable processor architecture consist-
ing of the reconfigurable containers, the core pipeline, and the memory
hierarchy [46]

The reconfigurable containers are connected to each other
using an interconnect infrastructure that consists of four
bi-directional segmented buses. This interconnect infras-
tructure also connects the containers to the core pipeline
(providing access to the register file) and to the system
memory hierarchy. The core pipeline is extended by Special
Instructions (SI), i.e. assembler instructions that perform
application-specific computations such as transformations,
filters, encryption etc. One or multiple accelerators need to
be reconfigured to the containers to implement an SI. A run-
time system decides, which SIs are reconfigured and when
they are reconfigured. More details about this architecture

and its runtime system (not required for the content of this
paper) are available in [11].

B. PRET: Pre-Configuration Online Test

To ensure that the reconfigurable fabric of a container is
free of defects, it is necessary to exercise the fabric such
that effects of defects become observable. This is achieved
by the structural pre-configuration online test which targets
a set of faults in the fabric.

1) Fault Model: The stuck-at fault model (SAF) is widely
adopted in the literature for FPGA testing [47]. For com-
plex FPGA sub-components such as LUTs and flip-flops,
typically only a functional description is available from the
vendor and structural implementation details are missing.
This results in a weak modeling of defects. Here, the stuck-
at fault model is used for components and interconnects
in which the structural information is sufficient for fault
derivation. For the remaining components, functional and
cell faults are targeted during test generation resulting in a
hybrid fault model. The tests are generated under the single
fault assumption.

LUT in function mode: The LUT in function mode
is treated as a combinational function of n inputs and m
outputs, and the cell fault model (CFM) [48, 49] is applied.
The cell faults describe any mismatch at the outputs of a
unit under test for the possible inputs. The number of cell
faults equals the number of possible inputs multiplied by the
number of faulty outputs 2m(2n − 1).

LUT in RAM mode: If the LUT is operated in RAM
mode, functional memory faults [29] are targeted, i.e. ad-
dress decoder faults (AF), stuck-at faults, transition faults
(TF), coupling faults (CF), and data retention faults (DRF).

Sequential elements: CLBs contain separate sequential
elements such as flip-flops, latches, or LUTs in shift register
mode. For these elements, the considered faults are stuck-at
and transition faults (slow-to-rise, slow-to-fall).

2) TC Generation for CLB Elements: The complexity of
a CLB requires multiple TCs to exercise all components
in a test session. In each TC, the fabric under test is
configured such that a subset of the components in the
CLBs is activated and tested. The test configurations are
deterministically designed to guarantee full fault coverage.
Testing is applied on a container. Each TC targets a specific
set of faults in the subcomponents in each CLB and consists
of two main parts:

i. Container setup: CLBs are configured in a specific way
to ensure the test of targeted faults.

ii. Test stimuli: Applied to exercise the configured compo-
nents in the CLBs.

In addition, test infrastructure is required to generate the
stimuli (TPG) and evaluate the responses (ORA). The TPG
and ORA may differ between TCs and they are external to
the container under test as shown in Fig. 1.

The regular structure of the reconfigurable fabric allows
the efficient and scalable test of large containers by con-
necting the CLBs into a C-testable array as exemplified in
Fig. 2. The resulting test time for the array is very low and
independent of the array size.



A TPG feeds the test patterns at the start of each array and
the responses are aggregated and evaluated at the end of the
array using an ORA. In FPGA testing, typically all possible
stimuli are applied to the components under test. For the
TPG, a counter or linear feedback shift register is used.
Responses are evaluated by mutual comparison, as indicated
in Fig. 2. To avoid a slow test clock, the TCs are pipelined
by utilizing the sequential elements included in each CLB.
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Figure 2. Container configured into a C-testable array with external test
pattern generator and output response analysis [46]

For the LUT in function mode, all cell faults are targeted.
This is achieved by two TCs computing the XOR and
XNOR of the inputs, and by applying the exhaustive set
of test patterns to the inputs. For the shift register mode
of the LUT, stuck-at and transition faults are tested for by
applying standard scan chain test patterns [50]. The LUTs in
shift register mode are connected into multiple shift chains.
The outputs of these chains are compared mutually for
response evaluation. Individual flip-flops in CLBs can be
simultaneously tested in the same TC by including them
into the chain. An n-input LUT can also implement a 2n-
bit RAM which is tested by the MATS++ [29] algorithm to
ensure coverage of all SAFs, AFs and TFs. The test patterns
are generated at the global TPG.

The multiplexers in the CLBs are tested by applying all
possible configurations to exercise all select combinations.
The data path is tested for SAFs by applying the 0 and
1 stimuli. Multiplexer testing is typically included in other
tests since they are on the sensitized path used for testing
other components.

Many FPGA architectures contain dedicated carry chains
consisting of multiplexers and XOR cells. To test for all
the SAFs in the carry chain efficiently, the elements are
configured into pipelined C-testable arrays. Two TCs are
required to fully test the carry chain.

Testing flip-flops in CLBs is identical to testing the LUT
in SR mode. If there are level sensitive latches, a separate
TC is required which creates a scan chain of latches. To
guarantee proper latch function two non-overlapping clocks
are used.

3) TC Generation for Container: For a container consist-
ing of multiple CLBs, the TCs are generated according to
Fig. 3. In the first step, the targeted CLBs in the container
are selected, depending on its size and location. Then, the
required TPG and ORA for the different tests are generated.
In the last two steps, the configuration of the container is
created by instantiating TC templates for the selected CLBs.
The resulting configuration data is stored in an XDL (Xilinx
Design Language, [51]) file.

C. PORT: Post-Reconfiguration Test
The structural integrity of the fabric can be assessed by

execution of PRET. This however does not guarantee the
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Figure 3. XDL file generation flow for CLB TCs [46]

correct configuration and integration of mission logic in a
container. Errors may occur during loading the configuration
bitstream, e.g. due to faults in the configuration logic,
or transient events such as crosstalk, radiation or other
sources of transient events. As a consequence, the configured
function of the targeted container may be wrong, or the
configuration of other containers may be adversely altered.

A functional test of the configured logic is able to
check whether the reconfiguration process completed with-
out errors and the mission logic interfaces correctly to the
surrounding system. This shall be implemented by PORT
which is a functional test tailored to the mission logic of
the containers. PORT is executed after reconfiguration of
a container, and periodically during operation to uncover
corruption of configuration bits due to soft errors.

A PORT can be conducted by functional patterns, random
patterns and deterministically generated patterns exercising
structures with low controllability or observability. PORT
does only test the parts of the container fabric which are
used by the mission logic. Both built-in self-test as well
as software-based self-test principles for test generation
and response evaluation can be exploited. In contrast to
PRET, POST does not reconfigure the tested structures and
thus exhibits a much lower performance impact on the
application.

D. System Integration and Scheduling
We now explain how the developed PRET and PORT

tests are integrated into the system. Fig. 4 shows an ex-
cerpt of the reconfigurable fabric with three containers and
the components involved in testing them. In the first step
(Fig. 4a), the runtime system decides that an accelerator shall
be reconfigured into a particular container (to implement
a Special Instruction), which triggers the demand to test
the container first. As performing an exhaustive PRET test
would delay the accelerator reconfiguration significantly,
only an incremental PRET is performed. This means that not
all test configurations (TCs) are applied to the container, but
only some of them. The runtime system decides how many
TCs should be applied before reconfiguring the accelerator
(potentially none), depending on the test history. For each
container, the runtime system keeps track of which TCs
were applied to this container in the past and how much
time passed by since the last exhaustive PRET test of the
container. Depending on this test history, it activates the
PRET component that reconfigures the selected TCs into
the container and uses the test pattern generator and the
output response analyzer to exercises the reconfigurable
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fabric (Fig. 4b).
If no structural defect is found, the runtime system recon-

figures the desired accelerator into the container (Fig. 4c).
Before the accelerator can be used to implement a Special
Instruction (SI), the runtime system triggers PORT to test
whether the reconfigured accelerator operates as expected.
Additionally, accelerators in other containers that are used
to implement the SI are tested as well to ensure that
they were not affected by the reconfiguration. As PORT
operates significantly faster than PRET, it can also be applied
during normal operation (i.e. not only after reconfiguring
a container) and the runtime system schedules subsequent
PORTs regularly.

IV. CASE STUDY

To demonstrate the idea of PRET presented in sec-
tion III-B, we integrated the PRET scheme into the re-
configurable architecture introduced in section III-A and
investigated the PRET overhead and the test effectiveness
of it.

A. Experimental Setup
The reconfigurable architecture introduced in section III-A

forms the hardware platform for the experimental evaluation.
A Leon-3 processor is used as core pipeline with 10 attached
containers (see Fig. 1). In our prototype, each container con-
sists of 4x20 CLBs (other sizes are also possible). The actual
hardware prototyping is performed on a XUPV5 FPGA
board with a Xilinx Virtex-5 LX110. A SystemC-based
simulator is used for evaluating different system parameters
like the number of containers. The system operates at a clock
frequency of 100 MHz and a reconfiguration bandwidth of
66 MB/s. Although the internal configuration access port
(ICAP) of the Xilinx FPGA can operate with up to 400
MB/s, the actual configuration bandwidth depends on the
provisioning speed of the partial bitstream, which is stored
in off-chip DRAM.

For the purpose of case study, a sophisticated H.264
video encoder encoding 500 frames is chosen as application.
The encoder is a challenging application since it frequently
reconfigures accelerators in the containers. In detail, the

H.264 encoder consists of three different functional blocks
that are executed in sequence for each video frame: Motion
estimation, encoding, and in-loop deblocking filtering. Each
of these functional blocks requires different Special Instruc-
tions (SIs) and each SI demands multiple accelerators, hence
the system reconfigures the containers accordingly. In total, 9
SIs are implemented for the encoder by using combinations
of 10 different types of accelerators. The implementation
of the H.264 encoder on the reconfigurable system leads to
a speedup of more than 20x in comparison to the Leon-3
without SIs.

For the integration of the proposed PRET scheme, the
TPG and the ORA have been attached to the containers as
shown in Fig. 1. The runtime system, which controls the
reconfigurations, was extended to schedule test configura-
tions in regular intervals. The reconfiguration process for
the test configurations is identical to the reconfiguration of
the accelerators.

B. Test Overhead and Results

Realizing the benefits of PRET leads to overhead in space
and time that are discussed in the following. Additional
hardware blocks for TPG and ORA are required. They only
introduce minimal area overhead as shown in section IV-B1
and have no affect on the system clock frequency. Tests are
regularly scheduled to containers like functional workloads.
The test execution may delay the configuration of accelera-
tors or consume certain communication resources, and thus
have a negative impact on the performance of the application
as presented in section IV-B2.

1) Test Configurations: A full test session consists of
multiple test configurations (TCs), each of which activates
and tests a subset of the components in the CLBs of a
container as described in section III-B. Altogether nine TCs
are required to test all subcomponents in the CLBs. Partial
bitstreams for these TCs are generated and stored in memory
so that the runtime system of the reconfigurable architecture
can fetch and configure them into the FPGA to test a
container.

Table I provides an overview on the nine TCs. Column
one shows the configuration number. Column two shortly
describes the portion of each CLB being tested. Columns
three and four list the PRET overhead in CLBs used for
the TPG and ORA and the size of the generated partial
bitstream. The total area overhead introduced by PRET for
all TCs is 17 CLBs. The test time for a container consists
of two parts: the container configuration time and the test
pattern application time (‘test length’ in Table I). Typically,
the latter ranges from a few cycles up to a few hundred
cycles while the former dominates the test time with tens
of thousands of cycles. The configuration time is directly
proportional to the size of the configuration data (partial
bitstreams) and the reconfiguration bandwidth. As shown in
Table I, the bitstream size of each TC varies from 22.3 KB to
28.6 KB, which corresponds to a configuration time between
0.33 ms and 0.42 ms at 66 MB/s configuration bandwidth,
i.e. between 33 and 42 thousand cycles at 100 MHz system
frequency.



TC Tested CLB subcomponents
PRET Bitstr. Test
overh. size length

[CLBs] [KB] [Cycles]

1 LUT configured as XOR, 2 24.0 64connected to FF

2 LUT configured as XNOR, 2 24.0 64connected to FF

3 Carry MUX, interleaved 1 28.6 6with MUX and latch

4 Carry MUX, interleaved 1 26.1 6with MUX and latch

5 Carry XOR, interleaved 1 28.0 6with MUX and FF

6 Carry XOR, interleaved 1 28.2 6with MUX and FF

7 Carry-in/-out tested with 1 27.1 6multiplexed scan chain

8 LUT configured as SR 1 22.9 6with slice MUX

9 LUT configured as RAM 7 22.3 320with slice output

Table I
CLB TEST CONFIGURATIONS: OVERHEAD, BITSTREAM SIZE AND

LENGTH [46]

2) Concurrent Test Scheduling: When a container is not
being used and the configuration port is available, TCs can
be configured into that container and tests can be performed
on it without affecting the system performance. In the
general case, tests are scheduled like functional workload
and compete with accelerator reconfigurations (configuration
port) and SI executions (interconnect buses), which may
have a negative impact on the performance of the system.

We use a regular approach that schedules one TC after
a certain number of Accelerator Configurations (ACs) to
demonstrate that the test has negligible effects on the per-
formance while still maintaining high test effectiveness. For
instance, one TC is scheduled before every AC or before
every 2nd AC, 3rd AC, etc. This corresponds to one AC per
TC or 2 ACs per TC etc. Fig. 5 shows the simulation results
for the performance loss under different test frequencies
(from 1 AC/TC to 4 ACs/TC), depending on the number
of reconfigurable containers that are available (i.e. the size
of the reconfigurable fabric). Using a lower test frequency
(e.g. 4 ACs/TC) reduces the overhead. Additionally, recon-
figurable architectures with more containers have a lower
overhead as more containers are still operational during the
test. For instance, in a reconfigurable architecture with 5
containers, only 4 containers can be used to implement SIs
during a PRET test, whereas in an architecture with 14
containers, still 13 containers can be used for acceleration.

Fig. 6 shows the average test period. For example, for
a reconfigurable architecture with 10 containers and a test
frequency of 3 AC/TC, each container is completely tested
every 4.3 seconds while the performance loss introduced
by PRET is only 0.33%. To give more insight into the test
effectiveness, Fig. 7 shows the number of completed test
runs (1 complete test run of a container requires 9 TCs)
performed in each container during the application execution
time for this architectures.

It is noticeable that in Fig. 7 some containers are tested
more than twice as often as other containers. This directly
depends on the number of accelerator reconfigurations of
these containers. Some accelerators are reconfigured rather
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Figure 5. Performance loss of the video encoder application under different
test frequencies and number of containers
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Figure 6. Average test period under different test frequencies and number
of containers

seldom, which directly affects the test frequency of the
corresponding containers. Generally, reconfigurable archi-
tectures with a large number of containers perform less
reconfigurations (in the extreme case, the reconfigurable
fabric is large enough to provide all required accelerators
at the same time). This is the reason why the test period
in Fig. 6 increases significantly for systems with more
than 11 containers. In such systems, some containers are
reconfigured rather seldom, thus it takes longer until the
entire system is tested. However, the longest observed test
period of 14 seconds is still orders of magnitudes shorter
than the process of aging which impacts circuit parameters
over the duration of years.

V. FROM RELIABLE RECONFIGURATION TO
DEPENDABLE SYSTEMS

Reliable Reconfiguration ensures the integrity of the con-
figured function and the underlying fabric. The dependability
of a system is affected during runtime by environmental
effects such as a changing environment and transient faults.
A dependable system therefore needs to be self-aware of
its environment in order to adaptively choose appropriate
countermeasures (Fig. 8). Concurrent error detection (CED),
containment and recovery contribute in maintaining correct
operation under transient faults. Diagnosing the affected
system parts and classifying the root cause as transient or
permanent enables the system to take appropriate actions,
such as containment/recovery or graceful degradation, ac-
tively due to the monitored effects or pro-actively based on
a prediction.
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Figure 7. Number of complete test runs in individual containers with a
test frequency of 3 ACs/TC
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Figure 8. Components for dependable systems

A. Concurrent Error Detection (CED), Containment

The system model is extended towards transient faults
which allows the introduction of concurrent test and check-
ing methods. Careful evaluation of the detection capabilities
and costs (e.g. area, delay, power) of different solutions
allows to select appropriate methods specifically for each
container. The runtime system trades-off test intensity, sys-
tem stress and environmental conditions and selects the
appropriate mechanisms (e.g. error correction, checkpoints,
recomputation) to handle and contain errors.

Extending reliable reconfiguration with monitoring and
preventive system adaption at runtime enables efficient con-
current error detection and containment. Monitors of non-
functional observables (e.g. frequency, temperature) get in-
corporated and placed where required, providing self aware-
ness to the system. The runtime system determines their
position to enable preventive system adaptation. A pro-active
reaction (based on online monitor prediction) increases the
system dependability.

B. Diagnosis

Diagnosing observed errors allows to classify their cause
as transient or permanent. In case of transient faults, error
containment prevents negative dependability influence. In
case of permanent faults, the impact on performance and
containment capabilities is significant. If adaption of non-
functional parameters such as workload of a container is
not possible or not desired, the faulty component needs to
be disabled or isolated. In order to minimize the impact on
the system (e.g. if only a fraction of a container is faulty),
the online diagnosis needs to locate the component in a fine-
grained way.

C. Graceful degradation in case of structural faults
When one of the testing mechanisms (e.g. PRET, PORT,

CED) detects a fault in a container and the fault turns out
to be permanent, then an exhaustive PRET together with a
diagnosis is triggered, as shown in Fig. 9a. The diagnosis
analyzes the result of PRET to determine the location of the
fault. In Fig. 9a this is indicated by crossing out a particular
region of the container that was identified as faulty.
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b) Utilizing partially faulty resources by
re-binding

a) If PORT detects a fault, execute
exhaustive PRET with Diagnosis

Diagnosis

Runtime
System
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Data

Diagnosis

Recon-
fig Port

Recon-
fig Port

Figure 9. Using partially faulty resources

In general, a faulty container cannot be used to host
accelerators anymore. If the faulty fraction of the container
is known, it may be still possible to use the partially faulty
resource for some accelerators. The runtime system has a
notion of resource requirements of accelerators and can com-
pare that with the identified faulty resource. When binding
accelerators to containers, the runtime system has to ensure
that the accelerator that shall be reconfigured to a container
does not use a partially faulty region of this container
(Fig. 9b). In the best case, all demanded accelerators can
still be configured to the available containers by re-binding
them accordingly, which allows graceful degradation of the
system.

VI. CONCLUSION

In this paper a brief overview of the research goals and
activities within the OTERA project is provided. A case study
is presented that describes the application of the developed
pre-configuration online test (PRET) for a runtime reconfig-
urable system. The results show the high flexibility and low
overhead for the structural online test of the FPGA infras-
tructure (0.33% performance loss when exhaustively testing
all containers every 4.3 seconds). Moreover, an outlook on
the remaining research tasks and required components and
strategies for reliable reconfigurable systems is given.
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